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Solution

Determining the mean and variance using the probability
density function

With reference to the example on page 150, find the mean and the variance
the given probability density.

Performing the necessary integrations, using integrations by parts, we get

p :  I  x f @ ) o r :  [ *  x . 2 e - 2 ' d r : !
J-* Jo 2

will take on a value

(a) greater than 1.8; (b) between 0.4 and 1.6.

5.6 Given the probability density f (x): .- for -oo < -x < oo, find ft.
|  * x z

5.7 'If the distribution function of a random variable is given by

T 4
l t _ _ ;  f o r  x > 2r(x) :  I  xt
[ 0  f o r  x < 2

flnd the probabilities that this random variable will take on a value

(a) less than 3; (b) between 4 and 5.

and

or: f* {* - p)2f Qc)a,: fr* Q 
-i) '  .ze-2, o,:I.

5.1 Verify that the function of the example on page 150 is, in fact, a probability density.

5.2 If the probability density of a random variable is given by

I k * 3  o < x < 1
/ ( x ) : 10  e l sewhere

find the value k and the probability that the random variable takes on a value

(a) between I and ]; (b) greater than J.
5.3 With reference to the preceding exercise, find the corresponding distribution function

use it to determine the probabilities that a random variable having this distribution
will take on a value

(a) greater than 0.8; (b) between 0.2 and 0.4.

5.4 If the probability density of a random variable is given by

l x  f o r  0 < x < l

f ( x ) : 1 2 - *  f o r  l < x < 2

[ 0 elsewhere

find the probabilities that a random variable having this probability density will take on
value

(a) between 0.2 and 0.8; (b) between 0.6 and I.2.

With reference to the preceding exercise, find the corresponding distribution function,
use it to determine the probabilities that a random variable having the distribution functi
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5.8 Find the probability density that corresponds to the distribution function of Exercise 5.7.

Are there any points at which it is undefined? Also sketch the graphs of the distribution

function and the probability density.

5.9 Let the phase error in a tracking device have probability density

I c o s x  0 < x < r l 2
T t x t : 1 0  e l s e w h e r e

Find the probability that the phase error rs

(a) between 0 and n 14; (b) greater than n 13.

5.10 The mileage (in thousands of miles) that car owners get with a certain kind of tire is a

random variable having the probability density

f  (x): l? ' '^
Find the probabilities that one of these tires will last

(a) at most 10,000 miles;

(b) anywhere from 16,000 to 24,000 miles;

(c) at least 30,000 miles.

5.ll In a certain city, the daily consumption of electric power (in millions of kilowatt hours)

is a random variable having the probability density

[ ! * r - ' 1 t  f o r x > o
f t * ) = { 9

t o  f o r x < o

If the city's power plant has a daily capacity of 12 million kilowatt-hours, what is the

probability that this power supply will be inadequate on any given day?

5.12 Prove that the identity oz : tt\ - trr.2 holds for any probability density for which these

moments exlst.

5.13 Find p and oz for the probability density of Exercise 5.2.

5.14 Find p and o2 for the probability density of Exercise 5.4'

5.15 Find g. and o for the probability density obtained in Exercise 5.8.

5.16 Find p and o for the distribution of the phase eror of Exercise 5.9.

5.17 Find pr. for the distribution of the mileages of Exercise 5'10'

5.18 Show that u\ and,hence, o2 do not exist for the probability density of Exercise 5.6.

The Normal Distr ibution

Among the special probability densities we shall study in this chapter, the nor'

mal probability density, usually referred to simply as the normal distribution,

is by far the most important.l It was studied flrst in the eighteenth century when

scientists observed an astonishing degree of regularity in errors of measurement.

They found that the patterns (distributions) they observed were closely approx-

imated by a continuous distribution which they referred to as the "normal curve

I The words density and distribution are often used interchangeably in the literatue of applied statistics.

f o r  x > 0

f o r . r < 0
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Figure  5 .17
Normal approximation to
P ( X :  1 5 )

A good rule of thumb for
the normal approximation

e ( r s ' s -  z o ) - o  ( 1 4 ' s -  2 0 )  : r r - r . r 3 ) - F ( - r . 3 8 )
\  4  /  \  4  /  

: r . r rn r -0 .0838

as indicated in Figure 5.17. 
:0'0454

- 3 - 2 - 1 0 1 2 3

(b)

Had we done the exact binomial calculation on a computer instead of using
normal approximation in the preceding example, we would have obtained 0.12g5
instead of 0.1292 for part a and 0.04g1 insiead of 0.0454 ro, part b. Thus, it
can be seen that both approximations are very close.

Use the normal approximation to the binomial distribution only when np and
n(I - p) are both greater than 15.

5'19 If a random variable has the standard normal distribution, find the probability that it willtake on a value

(a) less than 1.50;
(b) less than -1.20;

(c) greater than 2.16;
(d) greater than -1.75.

5'20 If a random variable has the standard normal distribution, find the probability that it wilttake on a value

(a) between 0 and2.7;
(b) berween 1.22 and 2.43;
(c) berween -1.35 and _0.35;
(d) between -1.70 and 1.35.

5.21 Find z if the probability that a random
will take on a value

(a) less than z is 0.9911;
(b) greater than z is 0.1093;

variable having the standard normal distribution
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(c) greater than z is 0.6443;
(d) less than z is 0.0217;
(e) between -z and z is 0.9298.

5.22 If a random variable has a normal distribution, what are the probabilities fhat it will take
on a value within

(a) 1 standard deviation of the mean;
(b) 2 standard deviations of the mean;
(c) 3 standard deviations of the mean;
(d) 4 standard deviations of the mean?

5.23 Verify that

(a)  zo.oos :2.515;

(b)  eo.ozs :1.96.

5.24 Given a random variable having the normal distribution with ,r,r, :76.2 and oz : 1.5625,
find the probabilities that it will take on a value

(a) greater than 16.8;
(b) less than 14.9;
(c) between 13.6 and 18.8;
(d) between 16.5 and 16.7.

5.25 The time for a super glue to set can be treated as a random variable having a normal
distribution with mean 30 seconds. Find its standard deviation if the probability is 0.20
that it will take on a value greater than 39.2 seconds.

5.26 The time to microwave a bag of popcorn using the automatic setting can be treated as
a random variable having a normal distribution standard deviation l0 seconds. If the
probability is 0.8212 that the bag will take less than 282.5 seconds ro pop, find the
probability (a) that it will take longer than 258.3 seconds to pop and (b) thar it will take
on a value greater than 39.2 seconds.

5.27 The time required to assemble a piece of machinery is a random variable having approx-
imately a normal distribution with i.r. : 12.9 minutes and o :2.0 minutes. What are the
probabilities that the assembly of a piece of machinery of this kind will take

(a) at least 11.5 minures;
(b) anywhere from 11.0 to 14.8 minutes?

5.28 Find the quartiles

- 20.25 20.50 20.25

of the standard normal distribution.
5.29 In a photographic process, the developing time of prints may be looked upon as a random

variable having the normal distribution with a mean of 16.28 seconds and a standard
deviation of 0.12 second. Find the probability that it will take

(a) anywhere from 16.00 to 16.50 seconds to develop one of the prints;
(b) at least 16.20 seconds to develop one of the prints;
(c) at most 16.35 seconds to develop one of the prints.

5.30 With reference to the preceding exercise, for which value is the probability 0.95 that it
will be exceeded by the time it takes to develop one of the prints?

5.31 Speciflcations for a certain job call for washers with an inside diameter of 0.300 t 0.005
inch. If the inside diameters of the washers supplied by a given manufacturer may be
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looked upon as
o : 0.003 i".h'.:,11:1T 

variable having the normal distriburion
s.32 wirh rererenc"r. 

whar percenrase 
"r 

r;;;.*;;;;i i l ir#.iril ,*.,^,h 
u: 0.302 inch and

m ach ne,, _.i:, ::i: Frs,ilx #[ #i' J# i*l,;i .l,],*iii,l;*. ; ;,;;coffee to 4.05 ounces. v"u"rrTsr",lll;;'il,Ill^l.ower the required uu.iug. ur."ni"is 33 ff f#n#rut[_-:i;l.,':#Fi*#t *,n di s,ri b u,ed wi,h abe set so that n
inches? 

ro more than 5vo of rhe can tops produced nu".t'j,1*".lld 
the machine

otameters exceeding -35.34 Extruded plastic rods are automaticallv cu

,Tinl"*i,,r 
Ji sri outea ;";;;';.# it" 

i 
:'? no"'l nul lengrhs or 6 i nches. Acr uauensr hsr o rnches and their standard Oeviation';6.;;

*, ylil&:".r:JL:l;T::r-ds have lengrhs that are ourside rhe tolerance limits of
(b) To what r

must be ;iffi iffiile;tandard 
deviation need to be reduced if 99voof the rods

5.35 If a random varir
normal uoo.o*,,ni-l'^1!1,ttre 

binomial distribution with n = 40 a
(a) rhe "",". ill" 

to derermine ,h" ;;;;ri;;;: ill f ,i,i[;Ji", 
: 0 60, use rhe

(b) a value less than 12.
5.36 A manufacrure:1j,:*r^jnl, on average, zvo of theele*ric toar

ffi:ffi"i"5,H:0L11:.m,0";;i;;""; are sord use rhe "";::':-11 
he makes wil

least 30 *itr r..,rlron 
ro determine the probabilit, d;;;;,i,Tlfe_ej:,-i.ation to thes 17 ffi*":::l;'#r dirT':li"ilil,'',1_iili*i1*hi"Y[fi ," ", .""zoo,,"r, "io,;"?,,';:Jf 

ffi';i flflo1,3u,,on,;'ffi 
';"'

use. onents fewer than 45 ri'r ru' ;;_il .r'ul ffirf."rr"rr.l,rJr,:::,1fi:l:
5'39 A.safety engineer feels that 30vo of all industrial accidents in h

< .. $ttry;q:ftti',tr:*::hli1ffi ffiti#;'}"'rr#Ffls'3e 
;ifff ;:,"ltJ::y'.^'"'.d"d. with siiver iooio" .to' spectacurar srcgroruit,i--" 

*-'--g 40 clouds seeded with s'ver t"0.". 
"i."il t'illl'il:T;:::#::;

5.40 To illustrate the Ir

ffi $;ff #""i'ilJj,'Tfi ilffi n::1::ff ;xf i,""J31ff :ff fi i,T.'#,::' j,ij

5.4

5.5 Tl

ia) 1,000 times;
(b) 10,000 times.

5.41 Verify the identirs.42 v*iy ,r,", ,r," ;J,.f,t;J] ,: ,i;:pr::ff}"r. A 
t"11.", 

0.",ract, its mean, 
v^n,rcDsrol ror the normal density on page 154, is, in5.43 Verify that the parameter o2 in theexpression for the normal denr 

.ract, its variance. 
--' -"v e^vr'rsron ror the normal density on page 154 is, ins'44 

ilX'Tiltil3;l'l1n:' :-.," be carculared usingl4rNrrA B. Let X hzprobabiriry 
"i; 

j| '",.:ffjil|T j:;*-iz ir,. ;;;;-,;;i;X"i,J,"ii,L'll,,i;llll:;

Unifr



Dialog box:
Calc > Probability Distribution > Normal
choose cumulative Distribution. choose Input constant and enter 9.31

Type 11.3 in Mean and 5.7 in standard deviation'

Click OK.
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Output :Normalwi thmean: l l .3000andstandarddeviat ion:5.70000

x  P ( X  < :  x )
9.3100 0.3635

For this same normal distribution, find the probability

(a) of 8.493 or smaller,

ft) of 16.074 or smaller.

In the application of statistics to problems in engineering and physical science,

we shall encounter many probability densities other than the normal distribu-

tion. Among these are ihi t, p, and chi-square distnbutions, the fundamental

sampling diitributions that we introduce in Chapter 6, and the exponential and

Weilull distributions, which we apply to problems of reliability and life testing

in Chapter 15.
In the remainder of this chapter we shall discuss five continuous distribu-

tions, the uniform distribution, the log-normal distribution, the gamma dis'

tribution, the beta distribution, and the weibull distribution, for the twofold

purpose of giving further examples of probability densities and of laying the

foundation for future applications.

The Uniform Distribution

Other ProbabilitY Densities

Uniform distribution

The uniform distribution, with the parameters u and B, has probability density

function

I
l

forcv < x < B

elsewhere
B - a
0

whose graph is shown in Figure 5.18. Note that all values of x from a to B

are ,.eqially likely" in the sense that the probability that x lies.in an interval of

width Ax entirely contained in the interval from u to B is equal to Lx l(B - u),

regardless of the exact location of the interval'
To illustrate how a physical situation might give rise to a uniform distri-

bution, suppose that a wheel of a locomotive has the radius r and that x is

the location of a point on its circumference measured along the circumference

from some reference point 0. when the brakes are applied, some point will
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5.45 Find the distribution function of a random variable which has the uniform distribution'

5.46 In certain experiments, the error made in determining the solubility of a substance rs a

randomvar iab lehav ing theun i f o rmdens i t yw i thcv :_0 .025and8 -0 .025 .Wha ta re
the probabilities that such an effor will be

(a) between 0.010 and 0'015;

(b) between -0.012 and 0'012?

5.47 From experience Mr. Harris has found that the low bid on a construction job can be

regarded as a random variable having the uniform density

< x < 2 C

0 elsewhere

where c is his own estimate of the cost of the job. what percentage should Mr' Harris

addtohiscostest imatewhensubmit t ingbidstomaximizehisexpectedprof i t?

5.4SVer i fy theexpressiongivenonpage163for themeanof thelog-normald is t r ibut ion.

5.49 With reference to the 
""a-pl" 

on page 167, find the probability that lolIi will take on a

value between 7.0 and 7 '5'

5.50 If a random varrable has the log-normal distribution with cv - -1 and fl : 2' flnd its

mean and its standard deviation'

5.51 with reference to the preceding exercise, find the probabilities that the random variable

will take on a value

(a) between 3.2 andS'4;

(b) greater than 5.0.

s.sz If a random varrable has the gamma distribution with o : 2 and B : 2, fiid the mean

and the standard deviation of this distribution'

5.53 with reference to Exercise 5.52, flnd the probabitity that the random variable will take on

a value less than 4.

5.54Inacer ta inc i ty , thedai lyconsumpt ionofe lect r icpower( inmi l l ionsofk i lowat t -hours)
can be treated as a random variable having u gurntu Oi1riU911on with cv : 3 and p :2'

If the power pr.^ni oi this city has a dailylapacity of 12 million kilowatt-hours, what is

the probability ,ftu, ittlt pow"r supply wiit Ue inadequate on any given day?

5.55 With reference to the example on page 168, suppose the expert opinion is in error' calculate

the probability that the supports will survive if

(a)  U :3 '0 and o2 :  0 '09:

(b)  p :  4 .0 and 02 :0.36 '

5.s6 verify the expression for the variance of the gamma distribution given on page 170'

5 . 5 T S h o w t h a t w h e n r y > l , t h e g r a p h o f t h e g a m m a d e n s i t y h a s a r e l a t i v e m a x i m u m a t
x : fl(a- 1). What happens *tt"o O < a < | and when d - I?

5.58 The amount of time that a surveillance camera will run without having to be reset is- a.ran-

domvariabletravingttreexponentialdistributionwithB:50days.Findtheprobabil it ies
that such a camera will

(a) have to be reset in less than 20 days;

ft) not have to be reset in at least 60 days'

/ (")  :  

{

? 2 C

n f o r 3
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s.61

5.62

5.63
5.64

5.05

5'59 With reference to Exercise 4.g1 , find, the percent of the time that the inten.albreakdowns of the computer will be
(a) less than I week;
(b) at least 5 weeks.

5'60 with reference to Exercise 4.5g, find the probabilities that the time betweencalls arriving at the switchboard of the consulting firm will be
(a) less than ] minute;
(b) more thanl minutes.

I
5.lo foint Distributions-Discrete and Gontinuous

Discrete Variables

Given a Poisson process.with on the average cv arrivals per unit time, find thethat there will be no arrivals during a ,r-i-i**"a of length /, namelv. rhe
:Tj :i: ::1113 :T:: between_suci,,iu" *.i'uu-r, *ur1" "ii"#;;iln ,use the result of Exercise 5.61 to find an expression for the probabilitywaiting time between successive arrivals.
Verify for ct : 3 and F : 3 that the integral of the beta density, from 0 to l, is eq

liiT;Sllt"::X"j::::J,:.j,.:,1._"1,,i"-me rax returns nred with the rRS can beupon as a random variable having a beta distribuiion;d^;:;;;:;:l

[^t-1t"1t? ]lar 
in any given yeaithere witt ue fewer rhan 70vo eftoneous rerun

"11ry":: 
that the nlonorfol of defectives strippea by a vendor, which varres s

:1:#,#,":TTil""'It1'# fl:r.be 
rooked ffi u, a random variabre having

(a) Find the mean of this. beta distribution, namely, the average proportion ofin a shipment from this vendor. 
-' "-'-'-'r

(b) Find rhe probability that a shipmenr from this vendor w'l contain 259idefectives.
5'66 Show that when cv > 1 and B > 7, the beta density has a relative maxrmum ar

q - l* = ; *g=1.
5'67 With reference to the exampre on page r74, find the probability that such a banot last 100 hours.
5'68 Suppose that the time to failure (in minutes) of certain electronic components I

:Hff,,i;j:T,,Toj"l"ir-:.y 
be looked upon as a random variable having rhedistribution with o : ] and B : ].

(a) How long can such a component be expected to last?(b) what is the probabitity that su.h u .o.pon"n, *ltt fail in less than 5 houn?/oo urorl J trullrs:5'69 suppose that the selyice u.{e (in hours) of a semiconductor is a random variabre h
:':"HlXll"*',"3i.l1,Ii,: :":::?::y p,: 0.s0j. #r,.ii, ,r* probablity thaa semiconductor w'r still be in operating condirion after 4,000noJirft"ouo'u,' 

tt
5'70 verify the formula for the variance or th"e weibulr distribution given on page 174.

often, experiments are conducted where two random variables are obsesimultaneously in order to determine no, onry their individual behavior butthe degree of relationship between ,t 
"_. 

t-^"
l
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and the last term equals -2(V - t l ifX, - p) : _2n(V _a)2. Consequenrh

n
-V l2  :  

f  (X i  -  t t ) z  -  n (V  _  p )2 .
; - 1

Since E(X; - p)2 : yg)),: :? .unO,by the previous example, E(X) : 1t stE(x - p)2:var(v):o2/n,taking expectation term by teim anc summing

'f[ 6 -vrf: 
i ", -,* - (n - r)o2

ffiTllxrides 
by n - r, we concrude that o2 is the expected varue of thc

5.71 Two scanners are
defects, *rn". *lT*.:jh:i;1i:riment. 

of the five available,. two have electronrc
units are selected at random. 

,mory, and two are in good working o.ae.. fr,J

(b) Find the probability that the second random variable is greater rhan the first.5.73 If two random variables have the joint densrty

f $ 1 , x 2 ) = l * ' r '  
f o r  o < x l  <  1 ,  o < x 2 < 2

[ 0 elsewhere
find the probabilities that

(a) both random variables will take on values less than 1;(b) the sum of the values taken on by the two random variables will be less than l.5'74 
#H:::**e 

ro the preceding exercise, find the marginal densities of the two random
5'75 with reference to.Exercise 5.73, find the joint distribution function of the two randomvariables, the distribution functions oi,rr" norurouar random ;;;li.r, and check wherherthe two random variables _" inO"p"nOerrt.
5.76 If two random variables have the joint densrty

t 6
f t x , r 1 = { t r * + l ' l  f o r  o < x < 1 ,  o < y < 1

I o elsewhere
find the probability that 0.2 < X < 0.5 and 0.4 < y < 0.6.

(a) Find the joint probability distribution of X1 = the number with electronic defecrs.and X2: the number with a defect in memory.
(b) Find the probability of 0 0r r total defects among the two selected.(c) Fina the marginal probability disrriburion of X1 .
(d) Find the conditional probability distribution of X1 given Xz :0.s'72 

ffiffiilHffirljiindependent 
and each has a binomial distribution with succesr

(a) Find the joint probability distribution.

I rx'
j : 1
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S.TTWithreferencetotheprecedingexerc ise, f lndthejo intd is t r ibut ionfunct ionof thetwo
random variables 

"rd;* 
it to ierify the value obtained for the probability'

5 'T8Wi th re t . e rence toExe rc i se5 .T6 ' l i ndbo thmarg ina ldens i t i esanduse themto f i nd the
Probabilities that

(a) X > 0'8;

o) r < 0.5.

5,7g With reference to Exercise 5'76' flnd

(a) an expression for,fr(xly) for 0 < y < 1;

(b) an exPression for /r(xl0'5);

(c) themeanof thecondi t ionaldensi tyof thef i rs t randomvar iablewhenthesecond
takes on the value 0'5'

5.80Withreferencetothecondi t ionalprobabi l i tyexampleonpagels2 ' f lndexpressionsfor
(a) thecondi t ionaldensi tyof thef i rs t randomvar iablewhenthesecondtakesonthe

value x2 - 0'25;

f t ) thecondi t ionaldensi tyof thesecondrandomvar iablewhenthef l rs t takesonthe
value x1 '

5.81 If three random variables have the joint density

I  ktx + Yl ' -z
. f  (x, Y' z) :  

I  o
f o r 0 < x < 1 , 0  < Y < 2 , 2 > 0

elsewhere

find

(a) the value of k;

(b) the probability that X < Y and Z > 1-

5.82 With reference to the preceding exercise' check whether

(a) the three random variables are independent;

(b) any two of the three random variables are pairwise independent'

5 .83Apairof randomvar iableshastheci rcularnormald is t r ibut ioni f thei r jo intdensi ty is
given bY

,  1 - - [ (xr  -  p)z t  @z -  u)2]  l2o2
J l x 1 , x 2 t  =  

r ; 2 '

for -oo <.r1 < oo and -@ < -r2 < N'

(a) If p1 - 2 and ltz : -2' 
?nd 

o^ :10' use Table 3 to find the probability that

- 8 < X l < 1 4 a n d - 9 < X 2 < 3 '

(b) If pr.r -- &2 :0 and o :. 3' flndrthe probability tl"l (dt ' X2) is contained in the

,"gion uJi'""nthe two circles xf + 4:9 and xl )- xl = 36'

5.S4Aprecis iondr i l lposi t ionedoveratargetpointwi l lmakeanacceptablehole i f i t iswi th in5
microns of the talget. Using the target asi;; origin of a rectangular system of coordinates'

assume tir"t tt"i3".ai-r"i"-, ir, ylif tfttp"intif contact are values of a pair of random

variables having the circular normal o",tlr.ii". ir"" g*"."ir" 5'83) with ltt : l-r'2 = 0

and o :2. What is the probability that the hole will be acceptable?

5 .85Wi th re fe rence toExe rc i se5 .T3 , f i nd theexpec tedva lueo f the randomvar iab lewhose
values are given bY 8@t ' xil : xr + xz'

5.g6 with ref.erence to Exercise 5.76, find the expected value of the random variable whose

values are given bY 8@'Y) 
- x-Y'
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5.87 If measurements of the length and the width of a rectangle have the joint density

f (x,  y) :
< ) <

find the mean and the variance of the corresponding distribution of the area of the rectangle.
5.88 Establish a relationship between ft@lx), fz@zlxi, ft(x), and f2e).
5'89 If X1 has mean I and variance 5 while X2 has mean -1 and variance 5, and the two are

independent, find

(a )  E (X1 |_  X ) ;
(b) Var(X1 -f X).

5.90 If X1 has mean -2 and variance 2 while X2has mean 5 and variance 5, and the two are
independent, find

(a)  E(Xt  -  X) ;
(b )  Va r (X1 -  X ) .

5.91 If X1 has mean 1 and variance 5 while X2 has mean -2 and variance 5, and the two arc
independent, find

(a)  E(X1 - l2Xz -  3) ;
(b)  Var(Xr  - f2Xz -  3) .

5.92 The time for an older machine to complete a check on a computer chip, X1, has mean
65 milliseconds and variance 16, while the time for a newer model, X2, has mean .l-5
milliseconds and variance 9. Find the expected time savings using the newer model when

(a) checking a single chip;
(b) checking 200 chips.
(c) Find the standard deviations in parts a and b, assuming all of the checking times

are independent.

5.93 Let X 1, X2, . . . , X26 be independent and let each have the same marginal distribution with
mean 10 and variance 3. Find

( a )  E ( X t t X z + . . . - t X z i l ;
(b) Var(X1 -t Xz-t . . . )- Xzd.

5.11 Checking if  the Data Are Normal
In many instances, an experimenter needs to check whether a data set appears
to be generated by a normally distributed random variable. As indicated in
Figure 2.8, the normal distribution can serve to model variation in some quanti-
ties. Further, many commonly used statistical procedures, which we describe in
later chapters, require that the probability distribution be nearly normal. Conse-
quently, in a great number of applications it is prudent to check the assumption
that the data are normal.

Although they involve an element of subjective judgment, graphical pro-
cedures are the most helpful for detecting serious departures from normality.
Histograms can be checked for lack of symmetry. A single long tail certainly
contradicts the assumption of a normal distribution. However, another special

bw - -
2li

a _ u
I O r L - - < x . < L - l -

2 - 2 '

elsewhere

bw + -
2

Stal
a

, l  = i
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theBox-Muller-Marsagliamethodil{mosluniversallyprefened.ItStaftswith
a pair of independent-uniform variables (ut,uz) and produces two standard

normal variables

l ' :21"@r\ cos(2zr.r  r)

J-trn@; sin(2nw)

w h e r e t h e a n g l e i s e x p r e s s e d i n r a d i a n s . T h e n x l : I r + o Z l a n d x 2 : | L + o z 2
are rreated as two ind"p"ndeni ott"tuutions of noimal random variables (see

Exercise 5.103). ttort ,tutirii;i;;;k"t"s include a normal random number

generator (see Exercise 5'106)'

j!@fi!| Simulating two values from a normal distribution

Simulatetwoobservat ionsofarandomvariablehavingthenormaldistr ibut ion
with trr = 50 and o :5'

So |u t ionAcomputergenera tes the twova lues0.253and0.53 l f romaun i fo rmdis t r ibu-
t ion.(Alternat ively, t i reycouldhav"b"enobtainedbyreadingthreedigi tsata
t imefromTableT')Wefirs icalculatethestandardnormalvalues

zt : ,F lnlos?lr) cos(Zn.0.253) : -0.021

'0.253) : 1.125-Ztn(O.S:t) sin(Zn

and then the normal values

xt  :  50 l5zr :50 + 5(-0 '021)  :49 '895

x r  :  50  *  5zz :50  +  5 ( l ' 125 )  : 55 '625 '

5 .g8Con t i nue theexamp le in the tex t ' t ha t i s , f i nd thes imu la tedva lueso f theWe ibu l l r andom
var iable.o, t . 'pondingtothevaluesO'Ze'Ol l '0 ' l2ofauni formrandomvar iable '

5 .ggsuppose thenumbero fhou rs i t t akesape rson to lea rnhowtoope ra teace r ta inmach ine
is a random variable having a normal oiri.ltrii"" with p:5.8 and o - l'2' Suppose it

takes two persons to operate ttre mactrine. iimulate the time it takes four pairs of persons

to learn how to operate the machine. Th"; ir; i;; 
""ch 

pair, calculate the maximum of the

two learning times'

5.100supposethat thedurabi l i tyofpaint ( inyears) isarandomvar iablehavinganexponent ia l
d i s t r i bu t i on (seepage170 )w i thmeanB:2 'S imu la t i nganexpe r imen t i nwh ich f i ve
houses are Painted,

(a) find the time of the flrst failure;

(b) find the time of the fifth failure'

5.101 VerifY that

(a) theexponent ia ldensi ty6 '3, -0.3x,x>0correspondstothedist r ibut ionfunct ion
F ( x ) : 1 - ' - 0 ' 3 t '  x t 0 ;

(b) the solution of u: F(x) is given by x : [- ln(1 - a)]/0'3'
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More generally,

E(arXr * a2X2 + b) : a1E(X) -t a2 E(X) t tu

and, if X1 and X2 afe independent

Var (a1X1 * a2X2 + b) : al Var(X) I a] Var (X).

Don'ts

1. Never apply the normal approximation to the binomial

Z : - 9
t/np(l - p)

when the expected number of successes (or failures) is too small. That i
when either

np or n(I - p) is 15 or less.

2. Don't add variances according to

Var(X1 -f X) : Var(X) -l Var(X2)

unless the two random variables are independent or have zero covariance.
3. Don't just assume that data come from a normal distribution. when there

are at least 20 to 25 observations, it is good practice to construct a normal
scores plot to check this assumption.

5.108 If the probability density of a random variable is given by

( t t l - 1 2 )  f o r o < x < l
f  t x 1 : 1

I 0 elsewhere

flnd the value of k and the probabilities that a random variable having this probabi
density will take on a value

(a) between 0.1 and 0.2;
(b) greater than 0.5.

5.109 With reference to the preceding exercise, find the corresponding distribution function
use it to determine the probabilities that a random variable having this distribution functi
will take on a value

(a) less than 0.3;
(b) between 0.4 and 0.6.

5.110 In cerlain experiments, the error made in determining the density of a silicon compound
is a random variable having the probability density

I Z S  f o r  - 0 . 0 2 < x < 0 . 0 2
f  ( ,x) :  I

I 0 elsewhere
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Find the probabilities that such an error will be

(a) between -0.03 and 0.04;

ft) between -0.005 and 0.005.

5.111 Find pr and o2 for the probability density of Exercise 5'108'

5.ll} If a random variable has the srandard normal distribution, find the probability that it will

take on a value

(a) between 0 and 2.50;

(b) between 1.22 and 2.35;
(c) between -1.33 and -0.33;

(d) between -1.60 and 1'80'

5.113 The burning time of an experimental rocket is a random variable having the normal dis-

t r i bu t i onw i thp :4 . l 6secondso l l do :0 ' 04second 'Wha t i s thep robab i l i t y t ha t th i s
kind of rocket will burn

(a) less than 4.66 seconds;
(b) more than 4.80 seconds;

(c) anywhere from 4.70 to 4.82 seconds?

5.114 Verify that

(a) zo.to : l '281,
(b) zo.oor : 3'09'

5.115 Refening to Exercise 5.28, find the quartiles of the normal distribution with pl : 102 and

^  - ) - 7

5.116 The probability density shown in Figure 5.6 is the log-normal distribution with a : 8.85

and, B :1.03' Find the probability that

(a) the interrequest time is more than 200 microseconds;

(b) the interequest time is less than 300 microseconds'

5,117 The probability density shown in Figure 5.8 is the exponential distribution

201

l o ' zs ' -o 'zsx  o<x
f  ( x ) : 1

I o elsewhere

Find the probabilitY that

(a) the time to observe a particle is more than 200 microseconds;

(b) the time to observe a particle is less than 10 microseconds'

5.118 Refening to the normal scores in Exercise 5.95, construct a normal scores plot of the

suspended solids data in Exercise 2'68.

5.119 Referring to the normal scores in Exercise 5.95, construct a normal scores plot of the

velocity of light data in Exercise 2.66.

5.120 If n salespeople are employed in a door-to-door selling campaign, the gross sales volume in

thousands of dollars *uy 6" regarded as a random variable having the gamma distribution

with cy : I00,tE and B - |. f tn" sales costs are $5,000 per salesperson' how many

salespeople should be employ-ed to maximize the expected proflt?

S.l2l A mechanical engineer models the bending strength of a support beam in a transmission

tower as a randot variable having the Weibull distribution with o : 0.02 and fl : 3'0'

What is the probability that the beam can support a load of 4'5?
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5'122 Let the times to breakdown for the processors of a parallel processing machine have joint
density

r / _  . , \  _ [  o . o + " - 0 ' 2 x - 0 . 2 y  f o r x  > 0 ,  ] > 0' t ' ^ ' r l - l o  
e l s e w h e r e

where x is the time for the first processor and y is the time for the second. Find
(a) the marginal distributions and their means;
(b) the expected value of the random variable whose values are given by g(x, y) =

x + y .
(c) verify in this example that the mean of a sum is the sum of the means.

5'123 Tlwo random variables are independent and each has a binomial distribution with successprobability 0.7 and 2 trials.
(a) Find the joint probability distribution.
(b) Find the probability that the second random variable is greater than the first.

5'124 If X1 has mean -5 and variance 3 while X2 has mean I and variance 4, and the two areindependent, find

(a)  E(3X1 - t  5X2 |  ) ) ;
(b)  Var(3X1 - l5X212y.

5'125 Let x1' x2' ' ' ' , X36 be independent and let each have the same marginal distribution withmean -5 and variance 2. Find
(a )  E (X1*  Xz  * .  .  .  *  Xso ) ;
(b) Var(X1 -l Xz -t. . . f X:o).
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